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INTRODUZIONE 
AL TEMA

L'intelligenza artificiale nei contratti 
pubblici: una duplice prospettiva
L'intelligenza artificiale rappresenta oggi 
uno dei fenomeni più rilevanti nel diritto 
amministrativo e nella contrattualistica 
pubblica, assumendo una duplice natura 
che richiede particolare attenzione:
∙ Strumento per le procedure: utilizzata 

per automatizzare e ottimizzare i processi 
di gara

∙ Oggetto di acquisizione: acquistata dalla 
PA attraverso i contratti pubblici quando 
non può essere autoprodotta

Questa lezione esplora le implicazioni di 
questa duplice veste, analizzando 
potenzialità e criticità dell'impiego dell'IA 
nei contratti pubblici, nonché la necessità di 
coordinamento tra normativa nazionale e AI 
Act europeo.



QUADRO NORMATIVO DI RIFERIMENTO

Fondamenti giuridici dell'uso dell'IA negli appalti
Il nuovo Codice dei contratti pubblici (D.lgs. 36/2023) 
rappresenta una svolta significativa nell'approccio 
all'intelligenza artificiale. L'articolo 30 prevede che "per 
migliorare l'efficienza le stazioni appaltanti e gli enti concedenti 
provvedono, ove possibile, ad automatizzare le proprie attività 
ricorrendo a soluzioni tecnologiche, ivi incluse l'intelligenza 
artificiale".
Il legislatore italiano ha anticipato l'impostazione europea, 
recependo i principi di legittimità algoritmica già consolidati in 
ambito europeo e nella giurisprudenza amministrativa, in vista 
dell'entrata in vigore dell'AI Act.



LA DUPLICE NATURA DELL'IA NEI 
CONTRATTI PUBBLICI
Strumento e oggetto: una distinzione fondamentale
L'IA presenta una duplice natura nel contesto dei contratti pubblici:
1. Come strumento procedurale:
∙ Automatizzazione delle procedure di gara
∙ Valutazione automatizzata delle offerte
∙ Gestione digitalizzata del ciclo di vita dei contratti
2. Come oggetto di acquisto:
∙ Acquisizione di sistemi di IA dal mercato privato
∙ Servizi di implementazione e consulenza
∙ Licenze software e soluzioni tecnologiche
Questa duplice natura crea un'intersezione significativa: 
quando la PA non può autoprodurre gli strumenti di IA, si rivolge 
al mercato, rendendo l'IA un bene o servizio da appaltare.



GLI APPALTI INNOVATIVI E L’IA
Caratteristiche specifiche degli appalti di intelligenza artificiale
L'acquisizione di sistemi di IA rientra nella categoria degli appalti 
innovativi, caratterizzati da:

∙ Complessità progettuale elevata dovuta alla natura innovativa del 
settore

∙ Procedure di gara specifiche per tecnologie emergenti
∙ Esecuzione contrattuale particolare con monitoraggio continuo
∙ Valutazione ex post dell'efficacia dei sistemi implementati

La scelta del modello di IA da utilizzare assume notevole importanza e 
non è indifferente rispetto ai risultati attesi. La gestione operativa 
rappresenta un elemento determinante per gli esiti che l'IA può 
produrre.



PRIMA CRITICITÀ - NATURA INNOVATIVA E 
COMPLESSITÀ PROGETTUALE

LE SFIDE DELLA PROGETTAZIONE NEGLI APPALTI DI IA
L'IA, essendo un campo intrinsecamente innovativo, presenta sfide specifiche:
Problematiche principali:
∙ Riflessione scientifica ancora in fase di implementazione
∙ Mancanza di standard consolidati di settore
∙ Difficoltà nella definizione precisa dei requisiti tecnici
∙ Necessità di competenze specialistiche multidisciplinari
Soluzioni proposte:
∙ Sviluppo di capacità interne delle stazioni appaltanti
∙ Coinvolgimento preliminare del settore privato
∙ Stimolazione della ricerca e sviluppo attraverso la domanda pubblica
Formazione specifica del personale tecnico



SECONDA CRITICITÀ - DEFINIZIONE DEI 
REQUISITI E STANDARD QUALITATIVI

IL CONTROLLO PUBBLICO SULLA QUALITÀ DELL'IA
La contrattualistica pubblica è considerata uno strumento per modellare il 
funzionamento, gli sviluppi e gli esiti dell'IA, fissando i requisiti già in sede di gara.
Limitazioni attuali:
∙ Genericità delle clausole tipo della Commissione Europea
∙ Superiorità tecnica degli operatori di mercato
∙ Rischio che gli standard siano dettati dai fornitori privati
∙ Difficoltà di imposizione di requisiti qualitativi precisi
Implicazioni operative:
∙ Necessità di bilanciamento tra controllo pubblico e innovazione
∙ Importanza della fase di dialogo competitivo
∙ Ruolo cruciale della capacità negoziale delle stazioni appaltanti



TERZA CRITICITÀ - TRASPARENZA E 
PROPRIETÀ INTELLETTUALE

IL BILANCIAMENTO TRA ACCESSO E TUTELA DELLA PROPRIETÀ
L'articolo 30 del Codice dei Contratti Pubblici impone alle amministrazioni di 
garantire la disponibilità del codice sorgente e della documentazione 
necessaria per comprendere le logiche di funzionamento dell’IA.

Principi di legittimità algoritmica:
∙ Disponibilità del codice sorgente
∙ Imputabilità della decisione
∙ Contributo umano significativo
∙ Non discriminazione algoritmica

Conflitti emergenti:
∙ Natura proprietaria dei modelli di IA
∙ Riluttanza dei fornitori internazionali
∙ Limitata comprensibilità dei sistemi di 

machine learning
∙ Protezione della proprietà intellettuale vs. 

trasparenza pubblica



QUARTA CRITICITÀ - MANIFESTAZIONE 
DELLA QUALITÀ IN FASE ESECUTIVA

L'IMPORTANZA DELLA FASE POST-AGGIUDICAZIONE
La qualità e l'efficacia dell'IA si manifestano pienamente solo durante l'esecuzione del 
contratto, creando specifiche problematiche:
Limitazioni della fase di gara:
∙ Impossibilità di regolazione esaustiva ex ante
∙ Difficoltà di previsione delle prestazioni effettive
∙ Valutazione teorica vs. performance reale

Questo aspetto rende la fase esecutiva del contratto di acquisto dell'IA un momento 
cruciale per il successo dell'operazione.

Centralità della fase esecutiva:
∙ Momento determinante per la 

verifica dei principi
∙ Gestione dinamica dell'interesse 

pubblico
∙ Necessità di monitoraggio continuo
∙ Adeguamento contrattuale in corso 

d'opera



QUINTA CRITICITÀ - NON NEUTRALITÀ E 
IMPATTO SULLA DISCREZIONALITÀ

L'INFLUENZA DELL'IA SULLE SCELTE AMMINISTRATIVE
L'adozione di modelli predittivi e criteri di raccolta/interpretazione dei dati 
comporta scelte non neutre che riflettono valori specifici:
Dilemmi operativi:
∙ Algoritmo più accurato vs. maggiore trasparenza
∙ Grado di automazione vs. impiego risorse umane
∙ Efficienza vs. controllo democratico
Implicazioni amministrative:
∙ Ripensamento delle coordinate teoriche e operative
∙ Ridefinizione della relazione tra politica e amministrazione
∙ Salvaguardia dell'interesse pubblico dalla potenziale influenza dei poteri privati
Mantenimento della discrezionalità amministrativa



SESTA CRITICITÀ - ASSISTENZA E 
MANUTENZIONE

LA GESTIONE OPERATIVA DEI SISTEMI DI IA
Le stazioni appaltanti devono introdurre negli atti di gara clausole specifiche per assicurare:

Prestazioni di assistenza:
∙ Correzione degli errori di funzionamento
∙ Gestione degli effetti indesiderati dell'automazione
∙ Aggiornamento continuo dei sistemi
∙ Supporto tecnico specializzato

La manutenzione predittiva e correttiva assume particolare rilevanza per sistemi che 
evolvono autonomamente attraverso l'apprendimento automatico.

Aspetti contrattuali:
∙ Definizione dei livelli di servizio (SLA)
∙ Responsabilità per 

malfunzionamenti
∙ Procedure di escalation
∙ Formazione del personale interno



SINTESI DELLE COMPLESSITÀ NELL'ACQUISTO DI SISTEMI DI 
IA

Quadro riassuntivo delle sfide principali
L'IA come oggetto di appalto richiede alla PA lo sviluppo di nuove capacità e 
strategie che superano la semplice acquisizione tecnologica:
Competenze richieste:
∙ Comprensione approfondita delle dinamiche tecnologiche
∙ Conoscenza degli aspetti legali ed etici
∙ Capacità di gestione contrattuale specializzata
∙ Mantenimento del controllo umano effettivo
Obiettivi di conformità:
∙ Rispetto dei principi di trasparenza
∙ Garanzia di non discriminazione
∙ Preservazione dell'imparzialità dell'azione amministrativa
∙ Tutela dei diritti fondamentali



I CONTRATTI PUBBLICI COME STRUMENTO DI 
REGOLAZIONE DELL'IA
Il ruolo normativo della contrattualistica pubblica
La dottrina considera la contrattualistica pubblica un vero e proprio strumento per 
regolare l'IA, capace di modellare il suo funzionamento, gli sviluppi e i risultati.
Precedenti normativi:
∙ Utilizzo dei contratti per tutelare interessi sociali
∙ Promozione della sostenibilità attraverso gli appalti
∙ Incentivazione dell'innovazione tramite la domanda pubblica
Riconoscimento europeo:
∙ La Commissione Europea riconosce il ruolo della domanda pubblica
∙ Favorire una diffusione qualificata dell'IA
∙ Coordinamento tra politiche di acquisto e obiettivi strategici
L'idea del contratto come mezzo di regolazione non è nuova, ma trova nell'IA 
un'applicazione particolarmente significativa.



POTENZIALITÀ DELL'IA NEGLI APPALTI - 
EFFICIENZA OPERATIVA
I vantaggi dell'automazione intelligente
L'IA offre vantaggi significativi per l'efficienza delle procedure di appalto:
Riduzione dei tempi procedurali:
∙ Automatizzazione delle operazioni ripetitive
∙ Accelerazione dei processi di valutazione
∙ Gestione simultanea di multiple procedure
Eliminazione delle interferenze umane:
∙ Riduzione degli errori dovuti a negligenza
∙ Prevenzione di comportamenti dolosi
∙ Garanzia di maggiore imparzialità nelle valutazioni
Miglioramento della qualità:
∙ Standardizzazione dei processi decisionali
∙ Coerenza nelle valutazioni comparative
∙ Riduzione della discrezionalità arbitraria



POTENZIALITÀ DELL'IA – 
IL BUILDING INFORMATION MODELING 
(BIM)
Innovazione nella progettazione e gestione contrattuale
Il BIM (Building Information Modeling) rappresenta un esempio concreto 
di applicazione dell'IA negli appalti:
Miglioramenti nella progettazione:
∙ Ottimizzazione della qualità progettuale
∙ Riduzione significativa dei costi
∙ Compressione dei tempi di realizzazione
Benefici collaborativi:
∙ Facilitazione della collaborazione tra soggetti
∙ Condivisione efficace delle informazioni
∙ Integrazione multidisciplinare

Controllo dell'esecuzione:
∙ Monitoraggio efficace 

dell'esecuzione 
contrattuale

∙ Trasparenza nei processi 
realizzativi

∙ Contributo all'integrità 
delle procedure



POTENZIALITÀ - TRASFORMAZIONE 
DIGITALE E BUONA FEDE
Il nuovo rapporto tra PA e operatori economici
La digitalizzazione supportata dall'IA consente una trasformazione 
sostanziale che ridefinisce il rapporto tra PA e operatori economici:
Principi operativi:
∙ Rafforzamento del principio di buona fede
∙ Maggiore trasparenza nelle relazioni contrattuali
∙ Riduzione delle asimmetrie informative
Semplificazione amministrativa:
∙ Applicazione del "principio dell'once-only"
∙ Riutilizzo dei dati già forniti
∙ Interoperabilità delle banche dati

Qualificazione degli operatori:
∙ Efficacia del sistema di 

qualificazione
∙ Riduzione degli oneri 

documentali
∙ Velocizzazione delle procedure 

di verifica



CRITICITÀ DELL'IA NEGLI APPALTI – 
IL TRADE-OFF ACCURATEZZA-TRASPARENZA
Il dilemma fondamentale dei sistemi intelligenti
Uno dei principali problemi nell'uso dell'IA è il trade-off tra accuratezza e 
trasparenza:
Caratteristiche dei sistemi accurati:
∙ Algoritmi complessi e sofisticati
∙ Elaborazione multi-variabile
∙ Risultati più precisi e affidabili

Limiti alla trasparenza:
∙ Difficoltà di comprensione del funzionamento
∙ "Black box" decisionale
∙ Ridotta spiegabilità dei risultati

Implicazioni operative:
∙ Necessità di bilanciamento 

tra efficacia e controllo
∙ Importanza della 

documentazione dei 
processi

Ruolo cruciale della 
supervisione umana



IL RISCHIO DI CONDIZIONAMENTO DEL 
CONTENUTO CONTRATTUALE
La superiorità tecnica dei contraenti privati rappresenta una 
criticità significativa:
Manifestazioni del problema:
∙ Asimmetria informativa tra PA e fornitori
∙ Difficoltà della PA nel valutare proposte tecniche
∙ Rischio di standard dettati dal mercato
Conseguenze contrattuali:
∙ Condizionamento del contenuto del contratto
∙ Influenza sui risultati attesi
∙ Limitazione dell'autonomia decisionale pubblica
Strategie di mitigazione:
∙ Sviluppo di competenze interne
∙ Utilizzo di consulenze specializzate
∙ Definizione preventiva di standard minimi
∙ Confronto competitivo tra soluzioni alternative

CRITICITÀ - 
SUPERIORITÀ 
TECNICA DEI 
CONTRAENTI 
PRIVATI



CRITICITÀ - 
LIMITAZIONI 
DELLA FASE 
DI GARA

L'INSUFFICIENZA DELLA REGOLAZIONE EX 
ANTE
La qualità dell'uso dell'IA si manifesta pienamente solo durante 
l'esecuzione del contratto, creando specifiche problematiche:
Limitazioni della fase progettuale:
∙ Impossibilità di prevedere tutti i scenari operativi
∙ Difficoltà di definizione esaustiva dei requisiti
∙ Valutazione teorica vs. performance effettiva
Centralità della fase esecutiva:
∙ Momento di verifica reale dell'efficacia
∙ Necessità di adeguamenti in corso d'opera
∙ Importanza del monitoraggio continuo
Implicazioni gestionali:
∙ Contratti più flessibili e adattabili
∙ Procedure di modifica semplificate
Sistemi di valutazione dinamica delle prestazioni



CRITICITÀ - 
OPACITÀ 
DEI SISTEMI 
DI 
MACHINE 
LEARNING

I LIMITI DELLA CONOSCENZA DEL 
CODICE SORGENTE
La conoscenza del codice sorgente può essere di scarsa 
utilità per comprendere le operazioni di sistemi di 
apprendimento automatico:
Caratteristiche del machine learning:
∙ Apprendimento autonomo dai dati
∙ Evoluzione continua degli algoritmi
∙ Difficoltà di tracciabilità delle decisioni
Limiti dell'analisi statica:
∙ Codice sorgente non esplicativo del comportamento
∙ Logiche decisionali emergenti
∙ Impossibilità di previsione completa dei comportamenti
Necessità alternative:
∙ Monitoraggio dei risultati piuttosto che del codice
∙ Analisi delle performance effettive
∙ Verifica della coerenza con gli obiettivi prefissati



CRITICITÀ - 
SISTEMI DI 
IA 
GENERATIVA 
E LARGE 
LANGUAGE 
MODELS

LE SFIDE SPECIFICHE DEI MODELLI 
LINGUISTICI AVANZATI
I sistemi di IA generativa, in particolare i Large Language Model 
(LLM), presentano complessità specifiche:
Caratteristiche tecniche:
∙ Funzionamento basato su strutture complesse
∙ Pesi numerici e matrici matematiche
∙ Architetture neurali profonde
Vincoli industriali:
∙ Restrizioni legate al copyright
∙ Protezione della proprietà intellettuale
∙ Limiti all'accessibilità tecnica
Implicazioni giuridiche:
∙ Difficoltà di comprensione delle logiche
∙ Rischio di contenzioso amministrativo
∙ Problemi di comprensibilità delle "determinazioni" algoritmiche
∙ Necessità di nuovi paradigmi di controllo



QUADRO RIASSUNTIVO DELLE CRITICITÀ
Sintesi delle principali problematiche

Le criticità dell'uso dell'IA nei contratti pubblici possono essere riassunte 
in cinque macro-aree:

1. Trade-off tecnico: accuratezza vs. trasparenza
2. Asimmetria di potere: superiorità tecnica dei privati
3. Limitazioni temporali: regolazione ex ante vs. manifestazione ex post
4. Opacità tecnologica: comprensibilità limitata dei sistemi
5. Complessità normativa: vincoli proprietari vs. trasparenza pubblica

Queste criticità richiedono un approccio integrato che combini 
competenze tecniche, giuridiche ed etiche, con particolare attenzione al 
bilanciamento tra innovazione e controllo pubblico.



IL REGOLAMENTO UE 2024/1689 (AI ACT) - QUADRO 
GENERALE
Il primo framework giuridico globale sull'IA
Il Regolamento UE 2024/1689 (AI Act) rappresenta il primo quadro giuridico 
globale sull'intelligenza artificiale:
Obiettivi principali:
∙ Promuovere un'IA affidabile in Europa
∙ Garantire la protezione dei diritti fondamentali
∙ Favorire l'innovazione responsabile
∙ Armonizzare le regole a livello europeo

Impatti sul settore pubblico:
∙ Regolamentazione delle caratteristiche sostanziali dei sistemi
∙ Disciplina delle procedure di acquisizione e utilizzo
∙ Obblighi specifici per le amministrazioni pubbliche
∙ Coordinamento con la normativa nazionale

Definizione ampia di IA:
∙ Sistemi automatizzati con 

livelli variabili di autonomia
∙ Capacità di adattabilità e 

apprendimento
Approccio tecnologicamente 
neutro



AI ACT - LA CLASSIFICAZIONE DEI 
SISTEMI AD ALTO RISCHIO

CRITERIO FONDAMENTALE DI REGOLAMENTAZIONE
L'AI Act introduce una classificazione basata sul rischio, con particolare attenzione ai 
sistemi "ad alto rischio":
Caratteristiche dei sistemi ad alto rischio:
∙ Potenziale impatto significativo sui diritti fondamentali
∙ Utilizzo in settori sensibili (sanità, trasporti, giustizia)
∙ Capacità di influenzare decisioni importanti
Complessità della classificazione:
∙ Richiede competenze specifiche multidisciplinari
∙ Valutazione caso per caso
∙ Necessità di aggiornamento continuo

Oneri specifici:
∙ Requisiti qualitativi e operativi più 

stringenti
∙ Obblighi di documentazione e 

trasparenza
∙ Sistemi di gestione del rischio
∙ Controlli post-commercializzazione



AI ACT - VALUTAZIONE D'IMPATTO SUI 
DIRITTI FONDAMENTALI

OBBLIGO PER LE AUTORITÀ PUBBLICHE
Le autorità pubbliche sono tenute a svolgere una valutazione d'impatto sui diritti fondamentali prima di 
utilizzare sistemi di IA ad alto rischio:
Elementi della valutazione:
∙ Analisi dei potenziali impatti sui diritti fondamentali
∙ Identificazione delle misure di mitigazione
∙ Valutazione della proporzionalità dell'utilizzo
∙ Consultazione degli stakeholder interessati
Procedura operativa:
∙ Valutazione preventiva obbligatoria
∙ Documentazione delle scelte effettuate
∙ Monitoraggio continuo durante l'utilizzo
∙ Aggiornamento periodico dell'analisi

Coordinamento istituzionale:
∙ Coinvolgimento dell'Ufficio europeo per l'IA
∙ Collaborazione con le autorità nazionali
∙ Sviluppo di codici di condotta settoriali



AI ACT - CODICI DI CONDOTTA E ESTENSIONE 
DEI REQUISITI
STRUMENTI DI SOFT LAW PER LA REGOLAMENTAZIONE
L'Ufficio europeo per l'IA e gli Stati membri devono elaborare 
codici di condotta:
Finalità:
∙ Estendere i requisiti dei sistemi ad alto rischio ad altri sistemi di IA
∙ Promuovere best practice settoriali
∙ Favorire l'autoregolamentazione responsabile
Contenuti tipici:
∙ Principi etici di utilizzo
∙ Standard tecnici di riferimento
∙ Procedure di controllo interno
∙ Meccanismi di trasparenza

Valore giuridico:
∙ Natura di soft law
∙ Efficacia persuasiva
∙ Possibile trasformazione in 

hard law
∙ Riferimento per la valutazione 

di conformità



L'ARTICOLO 30 DEL D.LGS. 36/2023 –
ANTICIPAZIONE DELL'APPROCCIO EUROPEO
I PRINCIPI DI LEGITTIMITÀ ALGORITMICA NEL DIRITTO ITALIANO
L'articolo 30 del D.lgs. 36/2023 ha anticipato l'impostazione europea, 
recependo i principi di legittimità algoritmica già consolidati in ambito 
europeo:
Principi fondamentali:
1. Disponibilità del codice sorgente: accesso alla documentazione tecnica
2. Imputabilità della decisione: identificazione del soggetto responsabile
3. Contributo umano: mantenimento del controllo umano significativo
4. Non discriminazione: garanzia di trattamento equo e imparziale
Consolidamento giurisprudenziale:
∙ Principi già affermati dalla giurisprudenza amministrativa
∙ Coerenza con la normativa europea in materia
∙ Anticipazione degli obblighi dell'AI Act



IL REGISTRO PUBBLICO DELLE 
SOLUZIONI DI IA
TRASPARENZA E ACCOUNTABILITY NELL'USO DELL'IA PUBBLICA
Il Codice prevede la creazione di un registro pubblico delle soluzioni di IA utilizzate 
dalla PA, con l'obbligo per le stazioni appaltanti di pubblicare l'elenco delle soluzioni 
tecnologiche utilizzate:
Finalità del registro:
∙ Garantire trasparenza sull'uso dell'IA pubblica
∙ Facilitare il controllo democratico
∙ Promuovere la condivisione di best practice
∙ Consentire la valutazione dell'impatto
Contenuti:
∙ Descrizione delle soluzioni utilizzate
∙ Ambiti di applicazione
∙ Fornitori e caratteristiche tecniche
∙ Risultati e performance

Benefici attesi:
∙ Maggiore accountability delle 

amministrazioni
∙ Riduzione dei rischi di duplicazione
∙ Promozione della standardizzazione
Supporto alle decisioni di acquisto



COORDINA
MENTO TRA 
AI ACT E 
CODICE DEI 
CONTRATTI 
PUBBLICI

NECESSITÀ DI ARMONIZZAZIONE 
NORMATIVA
Il coordinamento tra il Regolamento UE e il Codice dei contratti pubblici è 
fondamentale:
Aree di convergenza:
∙ Principi di trasparenza e accountability
∙ Tutela dei diritti fondamentali
∙ Controllo umano significativo
∙ Gestione del rischio
Sfide di coordinamento:
∙ Diversi ambiti di applicazione
∙ Differenti procedure di controllo
∙ Sovrapposizioni normative
∙ Necessità di interpretazione uniforme
Strumenti di armonizzazione:
∙ Linee guida interpretative
∙ Formazione specialistica
∙ Coordinamento interistituzionale
∙ Monitoraggio dell'implementazione



L'EMERGERE 
DELL'IA 
GENERATIVA 
- NUOVE 
SFIDE

PROBLEMATICHE SPECIFICHE DEI 
SISTEMI GENERATIVI
L'IA generativa solleva questioni specifiche che richiedono 
particolare attenzione:
Caratteristiche problematiche:
∙ Base di dati incontrollabile
∙ Origine disomogenea delle informazioni
∙ Semantica difforme dei contenuti
∙ Difficoltà di tracciabilità delle fonti
Implicazioni operative:
∙ Rischi di bias e discriminazione
∙ Problemi di affidabilità dei risultati
∙ Difficoltà di controllo qualitativo
∙ Questioni di responsabilità
Strategie di gestione:
∙ Definizione di standard qualitativi specifici
∙ Implementazione di controlli ex post
∙ Formazione specifica degli operatori
∙ Monitoraggio continuo delle performance



LA SFIDA DELLE COMPETENZE TRASVERSALI

INVESTIMENTI NECESSARI PER LA TRASFORMAZIONE
La sfida più grande è la necessità di competenze trasversali che combinino:

Competenze tecnologiche:
∙ Comprensione dei meccanismi dell'IA
∙ Valutazione delle performance tecniche
∙ Gestione dell'innovazione digitale

Competenze legali:
∙ Conoscenza del quadro normativo
∙ Gestione della contrattualistica complessa
∙ Tutela dei diritti e degli interessi pubblici

Competenze etiche:
∙ Valutazione dell'impatto sociale
∙ Bilanciamento tra efficienza e 

equità
∙ Promozione dell'uso 

responsabile
Investimenti richiesti:
∙ Formazione significativa del 

personale PA
∙ Sviluppo di centri di 

competenza



LA "BUONA AMMINISTRAZIONE" NELL'ERA DELL’IA
PRINCIPI FONDAMENTALI PER LE DECISIONI AUTOMATIZZATE

La "buona amministrazione" (Art. 41 della Carta dei diritti dell'UE) assume una 
centralità ancora maggiore nel contesto delle decisioni automatizzate:

Principi operativi:
∙ Trattamento imparziale: eliminazione di bias e discriminazioni
∙ Trattamento equo: garanzia di parità di trattamento
∙ Trattamento tempestivo: efficienza nei tempi di risposta

Applicazione pratica:
∙ Supervisione umana delle decisioni automatizzate
∙ Diritto di spiegazione delle decisioni algoritmiche
∙ Possibilità di ricorso e revisione
∙ Trasparenza nei processi decisionali

Implicazioni per la PA:
∙ Ripensamento dei processi 

amministrativi
∙ Formazione specifica del 

personale
∙ Adeguamento delle procedure 

interne
∙ Rafforzamento dei controlli



APPROCCIO INTEGRATO PER L'IMPLEMENTAZIONE 
DELL'IA
STRATEGIA COMPLESSIVA PER LA TRASFORMAZIONE

L'integrazione dell'IA nel settore degli appalti pubblici richiede un approccio 
integrato che bilanci:
Innovazione tecnologica:
∙ Sfruttamento delle potenzialità dell'IA
∙ Promozione dell'innovazione responsabile
∙ Investimenti in ricerca e sviluppo
Conformità normativa:
∙ Rispetto del quadro giuridico esistente
∙ Coordinamento con la normativa europea
∙ Adeguamento alle evoluzioni normative

Tutela dei diritti fondamentali:
∙ Protezione della privacy e dei dati 

personali
∙ Garanzia di non discriminazione
∙ Rispetto della dignità umana
Focus specifici:
∙ Rafforzamento delle competenze 

umane
∙ Trasparenza dei processi decisionali
∙ Accountability delle scelte 

pubbliche



OPPORTUNITÀ DI TRASFORMAZIONE
 PER LA PA
I BENEFICI DELL'INTEGRAZIONE DELL'IA
L'integrazione dell'IA rappresenta un'opportunità di trasformazione per la 
Pubblica Amministrazione:
Miglioramenti operativi:
∙ Efficienza dei processi amministrativi
∙ Riduzione dei tempi procedurali
∙ Ottimizzazione delle risorse disponibili
Qualità del servizio:
∙ Maggiore accuratezza nelle decisioni
∙ Riduzione degli errori umani
∙ Standardizzazione delle procedure

Trasparenza e accountability:
∙ Tracciabilità delle decisioni
∙ Riduzione della discrezionalità 

arbitraria
∙ Miglioramento del controllo 

democratico
Innovazione organizzativa:
∙ Modernizzazione dell'apparato 

pubblico



MITIGAZIONE DEI RISCHI - STRATEGIE 
OPERATIVE

APPROCCI CONCRETI PER GESTIRE LE CRITICITÀ
Per sfruttare appieno le potenzialità dell'IA e mitigare i rischi, sono necessarie strategie 
specifiche:
Strategie tecniche:
∙ Implementazione di sistemi di controllo qualità
∙ Monitoraggio continuo delle performance
∙ Aggiornamento periodico dei sistemi
∙ Backup e procedure di emergenza
Strategie organizzative:
∙ Formazione specifica del personale
∙ Definizione di ruoli e responsabilità
∙ Procedure di escalation chiare
∙ Protocolli di gestione degli errori

Strategie giuridiche:
∙ Aggiornamento della contrattualistica
∙ Definizione di clausole specifiche
∙ Gestione del contenzioso
∙ Coordinamento normativo



Grazie!


